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Abstract— An automation process is a 
need in the agricultural industry specifically 
chili crops, that implemented image 
processing techniques and classification of 
chili crops usually based on their color, 
shape, and texture. The goal of this study 
was to review the development of a portable 
sorting machine that will be able to 
segregate chili based on their color. Digital 
Image Processing (DIP), which is a crucial 
part to perform the Feature Extraction 
process was discussed with the elaboration 
of steps to execute the DIP process. 
Besides, the analysis of different methods to 
extract the chili color based on the RGB 
color component was included. This paper 
focused more on the Machine Learning (ML) 
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technique, which is the main component of 
Artificial Intelligence. The image data taken 
from chili samples can be trained by using 
Learning Algorithm in the MATLAB program. 
The performance of the trained network then 
can be evaluated by using the Confusion 
Matrix technique. The methods that have 
been reviewed in this paper were general 
enough to be used in the agricultural 
industry that requires a high volume of chili 
crops and with other differentiating features 
to be processed at the same time. 
Improvements can be made to the sorting 
system but will come at a higher price.  

 
 

I. Introduction 
A sorting process that is 

automated with the use of a 
control system will not only 
make the process simple and 
precise but also reliable to be 
used as a machine [1]. This is 
because an automatic sorting 
machine has the purpose to 
replace the basic function of the 
human vision, thinking, and 
actuate for sorting operation [2]. 
It has many possible uses in the 
food processing industry 
especially fruits and vegetable 
products such as chili to be 
sorted based on their 
differentiating features such as 

color, shape, and texture [3]. 
However, to automatically 
inspect and classify the chili 
accurately and effectively, the 
normal use of simple controllers 
and sensors without the ability to 
learn and predict the outcome 
will not be effective enough to 
handle the required task [4]. 

One way to automatically 
classify chili and to achieve an 
accurate result is to use artificial 
intelligence with the help of 
machine vision [5], [6], [7]. 
Chili can be classified based on 
their color by using Artificial 
Neural Network (ANN) and the 
image captured simply by using 
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technique, which is the main component of 
Artificial Intelligence. The image data taken 
from chili samples can be trained by using 
Learning Algorithm in the MATLAB program. 
The performance of the trained network then 
can be evaluated by using the Confusion 
Matrix technique. The methods that have 
been reviewed in this paper were general 
enough to be used in the agricultural 
industry that requires a high volume of chili 
crops and with other differentiating features 
to be processed at the same time. 
Improvements can be made to the sorting 
system but will come at a higher price.  
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actuate for sorting operation [2]. 
It has many possible uses in the 
food processing industry 
especially fruits and vegetable 
products such as chili to be 
sorted based on their 
differentiating features such as 

color, shape, and texture [3]. 
However, to automatically 
inspect and classify the chili 
accurately and effectively, the 
normal use of simple controllers 
and sensors without the ability to 
learn and predict the outcome 
will not be effective enough to 
handle the required task [4]. 

One way to automatically 
classify chili and to achieve an 
accurate result is to use artificial 
intelligence with the help of 
machine vision [5], [6], [7]. 
Chili can be classified based on 
their color by using Artificial 
Neural Network (ANN) and the 
image captured simply by using 

a smartphone camera [8]. Other 
studies also decided to use ANN 
as the fruits and vegetable 
classifier having a variety of 
colors [9], [10], [11]. However, 
past studies only focus on the 
segregation process of dried red 
chili and the maturity level of the 
chili. Few studies have been 
made for the classification of 
fresh chili and in real-time 
application [12], [13]. 

This study presents a design 
for the classification of fresh 
chili based on color for real-time 
application and implementation 
of the system by using a sorting 
machine. By using the image 
processing technique for the 
preparation of feature extraction, 
the data can be trained using 
ANN in MATLAB and tested. 
The chosen method for this 
study is proven in two ways, 
using plot confusion to confirm 
the accuracy of the trained 
network and also by manually 
counting the number of chilies 
that have been correctly 
classified by the sorting machine. 

 
II. Previous Works 
A. Mechanism 

A previous study designed a 
strategy to sort objects at high 
speed by using a Delta robot [14]. 
The design included a vision 
module using a CCD camera for 
grabbing the image of the 
objects to be processed and 
object tracking purposes by 
using a servo motor that sends 
the position pulse data to the 
system. The second module was 
motion control that controlled 
the speed of the conveyor for 
400 millimetres per second and 
120 sorting tasks per minute of 
the Delta robot. The proposed 
strategy worked efficiently for 
only two different pieces of the 
object. 

To segregate objects efficiently 
especially for small size objects 
such as rice grain or chili, a 
vibrating could also be used. 
However, from the previous 
studies, the sorting process was 
only able to separate unwanted 
products from the rest without 
any other differentiating features 
[15,16]. A system with multiple 
features to differentiate will be a 
bit complex. This is shown in a 
study, where a system designed 
to sort sweet tamarind into three 
different classes of size using 

technique, which is the main component of 
Artificial Intelligence. The image data taken 
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Learning Algorithm in the MATLAB program. 
The performance of the trained network then 
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a smartphone camera [8]. Other 
studies also decided to use ANN 
as the fruits and vegetable 
classifier having a variety of 
colors [9], [10], [11]. However, 
past studies only focus on the 
segregation process of dried red 
chili and the maturity level of the 
chili. Few studies have been 
made for the classification of 
fresh chili and in real-time 
application [12], [13]. 

This study presents a design 
for the classification of fresh 
chili based on color for real-time 
application and implementation 
of the system by using a sorting 
machine. By using the image 
processing technique for the 
preparation of feature extraction, 
the data can be trained using 
ANN in MATLAB and tested. 
The chosen method for this 
study is proven in two ways, 
using plot confusion to confirm 
the accuracy of the trained 
network and also by manually 
counting the number of chilies 
that have been correctly 
classified by the sorting machine. 

 
II. Previous Works 
A. Mechanism 

A previous study designed a 
strategy to sort objects at high 
speed by using a Delta robot [14]. 
The design included a vision 
module using a CCD camera for 
grabbing the image of the 
objects to be processed and 
object tracking purposes by 
using a servo motor that sends 
the position pulse data to the 
system. The second module was 
motion control that controlled 
the speed of the conveyor for 
400 millimetres per second and 
120 sorting tasks per minute of 
the Delta robot. The proposed 
strategy worked efficiently for 
only two different pieces of the 
object. 

To segregate objects efficiently 
especially for small size objects 
such as rice grain or chili, a 
vibrating could also be used. 
However, from the previous 
studies, the sorting process was 
only able to separate unwanted 
products from the rest without 
any other differentiating features 
[15,16]. A system with multiple 
features to differentiate will be a 
bit complex. This is shown in a 
study, where a system designed 
to sort sweet tamarind into three 
different classes of size using 

a smartphone camera [8]. Other 
studies also decided to use ANN 
as the fruits and vegetable 
classifier having a variety of 
colors [9], [10], [11]. However, 
past studies only focus on the 
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vibrating could also be used. 
However, from the previous 
studies, the sorting process was 
only able to separate unwanted 
products from the rest without 
any other differentiating features 
[15,16]. A system with multiple 
features to differentiate will be a 
bit complex. This is shown in a 
study, where a system designed 
to sort sweet tamarind into three 
different classes of size using 
three pneumatic segregator and 
defective factors to the end line 
of the product stream [17]. The 
important feature that this study 
was missing was the color trait 
for the product. 

 
B. Control System 

There are various methods for 
controlling a sorting machine 
system [18, 19, 20, 21]. The 
most common basic controller 
for this purpose can be by using 
ARDUINO controller, 
Peripheral Interface Controller 
(PIC) microcontroller, 
Raspberry Pi, or even 
Programmable Logic Controller 
(PLC). ARDUINO has been 
used for many various purposes 
such as robotic contest 
implementation, robotic devices 
control system with the 
implementation of Pulse Width 
Modulation (PWM), and 
complicated tasks such as 
controlling various types of 
sensors monitoring and vision 
modules [22], [23], [24]. For 
automation of sorting system, 
ARDUINO controller has been 
used to control three conveyor 
system that consists of dc motor, 
stepper motor and servo motor 

[25]. Besides that, another study 
suggested that a sorting system 
based on color by using the 
ARDUINO microcontroller will 
prove high efficiency with low 
cost [26]. 

 
C. Image Acquisition 

There are two main digital 
cameras used for basic image 
processing purposes and also 
high-performance applications 
due to low noise features. Both 
Charged-Coupled Device 
(CCD) and Complementary 
Metal Oxide Semiconductor 
(CMOS) act as a sensor for the 
input of image format [27]. An 
article by Baumer Ltd stated that 
the main key difference between 
CCD cameras and CMOS 
cameras is that they operate 
differently in terms of the way 
each frame is captured. The 
CCD camera is described as a 
current-driven device known as 
a global shutter while CMOS is 
described as a voltage-driven 
device known as a rolling shutter 
[28]. The article also provided 
the criteria for selecting the 
suitable camera type based on 
the usage which is the area scan 
and line scan. With both cameras 
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based on color by using the 
ARDUINO microcontroller will 
prove high efficiency with low 
cost [26]. 

 
C. Image Acquisition 

There are two main digital 
cameras used for basic image 
processing purposes and also 
high-performance applications 
due to low noise features. Both 
Charged-Coupled Device 
(CCD) and Complementary 
Metal Oxide Semiconductor 
(CMOS) act as a sensor for the 
input of image format [27]. An 
article by Baumer Ltd stated that 
the main key difference between 
CCD cameras and CMOS 
cameras is that they operate 
differently in terms of the way 
each frame is captured. The 
CCD camera is described as a 
current-driven device known as 
a global shutter while CMOS is 
described as a voltage-driven 
device known as a rolling shutter 
[28]. The article also provided 
the criteria for selecting the 
suitable camera type based on 
the usage which is the area scan 
and line scan. With both cameras 
have a slight difference in cost, 
CCD camera will give better 
image reproduction or fidelity, 
uniformity, shuttering, and 
dynamic range but at the cost of 
a lower speed of operation, 
while CMOS will be able to 
operate at high speed, 
windowing and has natural 
blooming but at the cost of lower 
image quality [29]. 
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have a slight difference in cost, 
CCD camera will give better 
image reproduction or fidelity, 
uniformity, shuttering, and 
dynamic range but at the cost of 
a lower speed of operation, 
while CMOS will be able to 
operate at high speed, 
windowing and has natural 
blooming but at the cost of lower 
image quality [29]. 

 
D. Digital Image Processing 

(DIP) 
Since digital images can be 

represented in matrix form, 
therefore MATLAB should be 
ideal for image processing as 
MATLAB has the computing 
ability of matrix-oriented 
operations. There is four basic 
image type that MATLAB 
support which are index image, 
gray image, RGB image and 
binary image [30]. The most 
common digital image 
operations that can be run by 
toolboxes in MATLAB 
including Morphological 
operation, Histogram 
equalization, Discrete Fourier, 
and Cosine Transform (DFT and 
DCT), Image Denoising Filters 
and lastly Edge Detection 

operation which include Sobel 
operator and Prewitt operator 
[31]. The purpose of the process 
of image processing is to prepare 
the digital image for further 
processing or to extract the 
valuable feature from the 
original image. Figure 1 shows 
the block diagram of a digital 
image process system. 
 

 
Figure 1: Important Stages in Digital 
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and blue) space, CMYK (cyan, 
magenta, and black), and 
CIELAB or known as CIE 
L*a*b. There are cylindrical 
components to represent the 
RGB model points of color that 
are HSV (hue, saturation, and 
value) space, HSI (hue, 
saturation, and intensity) space 
[33, 34, 35, 36, 37].  

From a previous study, a few 
samples of green, yellowish, and 
orange Habanero chilies were 
examined from day one until day 
fifteen to detect color changes 
during the ripening of the chilies 
[38]. This research was done by 
identifying the region of interest 
(ROI) to establish the criterion 
for the segmentation process that 
defined the texture and 
colorimetric parameters. Thus, 
CIELAB with the 
implementation of hue angle 
threshold was the suitable 
algorithm that was used to 
analyze the color changes. This 
was done by converting the CIE 
L*a*b color space of the image 
from the RGB color space [39]. 
RGB value could also be used 
for the image segmentation 
process to recognize apple [40]. 
RGB component proved to 

extract more image pixels than a 
single component. However, 
this method was tested only on 
the red color of apples. Another 
color analysis study made in 
2020 used Index Pixel 
Algorithm to detect the maturity 
level of chili by observing the 
color changes of the chili from 
green to orange and bright red to 
darker color [41]. Learning 
vector quantization (LVQ) was 
chosen to classify the index 
pixel data into RGB groups 
before summarized into plot 
confusion. The results showed 
that the percentage of the epoch 
tables were all above 90 percent 
indicating a successful attempt 
was done. 

 
F. Artificial Intelligence (AI) 

Artificial Intelligence (AI) is a 
field in computer science for 
making a machine with the 
intelligence that has the 
computational ability in a 
similar way of human brain 
works. Some of the applications 
of AI include computer vision, 
speech recognition, 
understanding the natural 
language, and heuristic 
classification [42, 43]. Machine learning (ML) is one of the 
branches of AI. ML had already 
grown quickly in almost all 
technical fields that utilized the 
usage of computer science and 
statistics for commercial use as 
well as in industries [44]. The 
most common four types of 
learning in this field are 
Supervised Learning, 
Unsupervised Learning, Semi-
Supervised Learning, and 
Reinforcement Learning. The 
categories which fall upon this 
field are as shown in Figure 2. 
Supervised Learning is the 
process in which the learning 
process takes the inputs and the 
expected outputs to be 
considered in the calculation and 
analyzing process. Then, the 
desired output can be obtained. 
Therefore, the accuracy of the 
calculated output will improve 
and becomes closer to the 
desired output. The purpose of 
Supervised Learning is to 
conclude the function or 
mapping of training data in a 
labelled format [46]. The system 
will be given an input data of 
vector x which is the training 
data and desired output labelled 
as y which is a function of input 

data that is yet to be determined. 
An output vector y is a 
description of each respective 
input example from input vector 
x. By combining these two 
labelled data, a training model 
can be formed [47]. 

The process of labelling output 
vector y is to be done manually 
for each training example 
present in the training data. The 
implementation of Semi-
Supervised Learning is used 
normally when the labelled data 
points are of a limited amount 
while there are a lot of 
unlabelled data points in the 
datasets. Both labelled and 
unlabelled data points will be 
used by the system to generate a 
better learning model. 
Reinforcement Learning is used 
when less information is 
available to the model by trial 
and error to determine the output 
that gives higher rewards to the 
system [48]. The Unsupervised 
Learning will have no known 
output for the model, only 
provided with the inputs labelled 
as vector x. The algorithm will 
then calculate and makes an 
analysis based on the patterns in 
training data to predict the 
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learning (ML) is one of the 
branches of AI. ML had already 
grown quickly in almost all 
technical fields that utilized the 
usage of computer science and 
statistics for commercial use as 
well as in industries [44]. The 
most common four types of 
learning in this field are 
Supervised Learning, 
Unsupervised Learning, Semi-
Supervised Learning, and 
Reinforcement Learning. The 
categories which fall upon this 
field are as shown in Figure 2. 
Supervised Learning is the 
process in which the learning 
process takes the inputs and the 
expected outputs to be 
considered in the calculation and 
analyzing process. Then, the 
desired output can be obtained. 
Therefore, the accuracy of the 
calculated output will improve 
and becomes closer to the 
desired output. The purpose of 
Supervised Learning is to 
conclude the function or 
mapping of training data in a 
labelled format [46]. The system 
will be given an input data of 
vector x which is the training 
data and desired output labelled 
as y which is a function of input 

data that is yet to be determined. 
An output vector y is a 
description of each respective 
input example from input vector 
x. By combining these two 
labelled data, a training model 
can be formed [47]. 

The process of labelling output 
vector y is to be done manually 
for each training example 
present in the training data. The 
implementation of Semi-
Supervised Learning is used 
normally when the labelled data 
points are of a limited amount 
while there are a lot of 
unlabelled data points in the 
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Figure 4: Flowchart of the sorting mechanism 
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multiple air blowers as in 
industrial applications. 

For a system designed as 
shown in Figure 6 as an example, 
a stepper motor was chosen as it 
can be moved precisely and 
accurately based on the design 
requirement. A 12V stepper 
motor will be driven by a motor 
driver ULN 2003 that is 
normally used as a driver circuit 
for relays, LED lighting and 
stepper motor [53, 54]. The 
microcontroller, ARDUINO 
Uno was to control both the 
power window and stepper 
motor It will receive its supply 
from a portable laptop that was 
set up to include a MATLAB 
program for image processing. 
A Camera Module OV7670 
VGA that interfaced with the 
ARDUINO was used to capture 
the chili image. A setup for the 
MATLAB program will then 
processed the image retrieved 
from the saved folder of the 
image captured using the VGA 
camera [55, 56]. 
 

 
Figure 6: Complete setup of sorting 

conveyor for chili 
 
VI. Image Processing 

For extracting the required 
information of the image 
correctly, the image pre-
processing method should be 
used. Image pre-processing is a 
crucial process as it can aid in 
providing more detailed 
information for the feature 
extraction process. This process 
helps in the improvements of the 
image. Figure 7 shows the step 
flow of image pre-processing. 
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A. Image Acquisition 
The chili images were taken 

from the real-world image of the 
chili samples from the conveyor 
band by using the camera 
module. The image of the chili 
will then be used as the training 
dataset and testing dataset. A 
total of 10 images of green chili 
and 10 images of red chili will be 
taken and then will be cropped 
into the region of interest (ROI). 
The data collected consists of 
chili in different colors and 
shapes. 

 
B. Image Cropping 

The raw image taken by the 
CCD camera will be cropped to 
a specific region needed for 
classification. Raw images were 
then cropped to extract the 
region of interest (ROI) in a 
rectangular format from the 
original image. The cropped 
image will include the chili in 
the image and the background 
which was the conveyor band in 
this case. This process was done 
by specifying the rectangle 
coordinate for cropping the 
image. Therefore, further 
processing can be focused on the 

intended object in the image 
which was chili. 

 
C. Image Resize 

Image resizing is important 
since the cropped image can be 
too big in size dimension. 
Therefore, when all images have 
a similar size, it will assist the 
feature extraction process. This 
process will also help in fasten 
up the image processing time. 

 
D. Color Conversion On The 

Image 
This process will convert the 

image into CIE lab color space 
using a simple command in 
MATLAB which was rgb2lab.  
Digital images are a 
combination of red, green, and 
blue (RGB) colors that have 
three separate luminance values 
for each pixel. Therefore, this 
process will convert the RGB 
white value to L*a*b to bring 
more details into the data. The 
image will then convert into 
grayscale after the masked 
image was produced. This was 
done by using a command in 
MATLAB, rgb2gray. The 
process then continued for 
image sharpening. 
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three separate luminance values 
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image will then convert into 
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done by using a command in 
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E. Color Segmentation 
This process was done by using 

Color Thresholder Application 
inside the MATLAB toolbox. 
The application allows the user 
to set the segmentation ratio 
which was represented by value 
L and for this process the value 
was set to 1 to segment chili 
from the background. Also, the 
contour was adjusted to have 
smooth images. The segmented 
images then were created and 
known as masked images. 

 
F. Image Sharpening 

Sharpening enhances the edges 
and fine details of an image. The 
contrast of the image between 
light and dark areas can be 
increased to enhance the features 
of the images as shown in Figure 
24. High pass filters were the 
method used to sharpen the 
image so that it will be easier to 
extract the feature of the image. 
It can be called out in MATLAB 
by the ‘imsharpen’ function. 
 
VII. Feature Extraction 
A. Color Extract  

Colored images normally 
consist of RGB values, and the 
mean for each value inside the 

image is very useful especially 
in machine learning. This 
process was done for extracting 
the color components of RGB. 
The dynamic range for every 
pixel presented in the images 
can be normalized by finding the 
mean of the RGB values. The 
standard deviation was 
calculated because it contains 
the contrast information of the 
image. A high value of standard 
deviation shows that the contrast 
of the image histogram was high 
while a low standard deviation 
value shows otherwise. These 
statistical findings will allow the 
algorithm used in this project 
which was the ANN algorithm 
to train faster and perform better 
accuracy for the classification.  
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network the feature of the chili 
that will be classified in this 
project. These were also useful 
additional information that can 
prevent the learning algorithm to 
process a wrong input taken by 
the camera and besides will also 
improve the classifier 
performance. GLCM will 
determine the brightness value 
frequency of pixels combination 
usually in pairs. These values 
will be represented as a matrix, 
denoted as (𝑚𝑚×𝑛𝑛), with rows 
and columns which represent the 
number of gray levels in the 
image [57]. The normalized 
GLCM entries is expressed by: 
 
Normalized GLCM entries, 
p(i, j) = p(i,j)

mxn                                                (4)  
 
The GLCM mean and standard 

deviation are calculated as follows: 
 

GLCM mean by row, 
μx = ∑ ∑ i, p(i, j)n

j=1
m
i=1                     (5) 

GLCM mean by column, 
μy = ∑ ∑ j, p(i, j)n

j=1
m
i=1                            (6) 

GLCM standard deviation by 
row, 
σx = ∑ ∑ (i − μx)2, p(i, j)n

j=1
m
i=1          (7) 

GLCM standard deviation by 
column, 
σy = ∑ ∑ (j − μy)2, p(i, j)n

j=1
m
i=1        (8) 

 

C. Regionprops 
The shape features of the 

image can also be extracted. The 
shape feature is the 
representation of image 
geographic properties. Hence, 
the Regionprops method was 
used. The main focus for this 
method was to get the area, 
perimeter, eccentricity, minor 
axis length, and major axis 
length of the image features [59]. 
Many other different properties 
could also be extracted by using 
this method as stated in the 
official online Mathworks 
course. The selected features can 
be called out by using the 
MATLAB command [58]. An 
example to extract area and 
eccentricity information is by 
using the following code: 
 
stats =  regionprops 
(BW, ′Area′, ′Eccentricity′);           (9)  
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improve the classifier 
performance. GLCM will 
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will be represented as a matrix, 
denoted as (𝑚𝑚×𝑛𝑛), with rows 
and columns which represent the 
number of gray levels in the 
image [57]. The normalized 
GLCM entries is expressed by: 
 
Normalized GLCM entries, 
p(i, j) = p(i,j)

mxn                                                (4)  
 
The GLCM mean and standard 

deviation are calculated as follows: 
 

GLCM mean by row, 
μx = ∑ ∑ i, p(i, j)n

j=1
m
i=1                     (5) 

GLCM mean by column, 
μy = ∑ ∑ j, p(i, j)n

j=1
m
i=1                            (6) 

GLCM standard deviation by 
row, 
σx = ∑ ∑ (i − μx)2, p(i, j)n

j=1
m
i=1          (7) 

GLCM standard deviation by 
column, 
σy = ∑ ∑ (j − μy)2, p(i, j)n

j=1
m
i=1        (8) 

 

C. Regionprops 
The shape features of the 

image can also be extracted. The 
shape feature is the 
representation of image 
geographic properties. Hence, 
the Regionprops method was 
used. The main focus for this 
method was to get the area, 
perimeter, eccentricity, minor 
axis length, and major axis 
length of the image features [59]. 
Many other different properties 
could also be extracted by using 
this method as stated in the 
official online Mathworks 
course. The selected features can 
be called out by using the 
MATLAB command [58]. An 
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eccentricity information is by 
using the following code: 
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VIII. Artificial Neural 

Network (ANN)  
ANN is a computational 

network that imitates the 
decision process of the human 
central nervous system. This 
system can learn new things as 
well as adapting environmental 
changes [59, 60]. The output 

from the features extraction 
process will be the input vector 
of the ANN structure. This input 
data then will be learned by the 
hidden layer before sending the 
result to the output layer. The 
transfer function that has been 
chosen for this project is the 
sigmoid function. The sigmoid 
function will produce output in 
the range of 0 and 1. It is similar 
to the step function by using a 
sigmoid function where ∑ 𝐱𝐱  is 
the sum of the inputs [61]:  

 
f(∑ x) = 1

1+e− ∑ x                             (10) 
 

Forward propagation is a 
process of propagating the 
attribute values from the 
network’s input to its output. 
Mean square error (MSE) was 
used to determine the rate of 
error of the forward propagation 
process during the training 
process. Therefore, the element 
difference between the output 
and the target vector can be 
determined. Lastly, the 
algorithm was fed with the 
backpropagation method. The 
purpose of this step was to find 
the optimum weight for the 
optimization of classification 

performance by calculating the 
gradient error function wrt the 
weights. The functions are 
defined as:  

 
yi = f(∑ wji

(1)
j f(∑ wkj

(2)xk))j        (11) 

MSE = 1
m

∑ (ti − yi)2m
i=1                 (12) 

 

IX.  Performance Evaluation 
The performance of ANN can 

be analyzed using the Confusion 
Matrix. This is a table that 
contains the summarized result 
of classifier prediction. The 
values of correct and incorrect 
prediction can be recorded [62]. 
From the confusion matrix, the 
system performance can be 
evaluated by four specifications 
which are accuracy, specificity, 
sensitivity, and precision of 
classification task. The formulas 
for these values can be 
expressed as:  

 
Accuracy = TP+TN
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Specificity = TN
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Precision = TP
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literature regarding the 
development of a sorting 
machine that requires an 
ARDUINO Uno microcontroller 
for automation purposes. The 
suitable methods for processing 
the image to enhance and to 
improve the image for the 
feature extraction process were 
also discussed that included 
image cropping, resizing, 
sharpening, and segmentation by 
color. Color analysis, GLCM, 
and Regionprops technique were 
elaborated as the method to 
extract specific features of chili 
images. The classification 
method that used ANN was also 
discussed as well as Plot 
Confusion to test the 
performance of the system. 
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