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Abstract— Hand tremor rehabilitation for 
unhealthy patients is often hindered by the 
high costs and limited accessibility of 
traditional methods. This study addresses 
these challenges by developing "Fidgy," an 
affordable and engaging game-based 
rehabilitation system designed for Android 
tablets. The game was created using FIGMA 
for design and Flutter with Dart for coding, 
focusing on improving hand-eye 
coordination and muscle control through 
interactive gameplay with varying difficulty 
levels. The game was deployed on Android 
Tablet with graphical user interface to 
access audio and video settings, start the 
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Abstract— The goal of air quality forecasting 
is to predict when air pollution concentrations 
will reach levels that are unsafe for human 
health. There are significant regional 
differences in air quality, hence a generalized 
forecast model is not effective. It is necessary 
to develop localized forecast models. It is 
challenging to identify a more accurate 
forecast model for any given environment. 
This work produces an accurate forecast 
model for the area under study. In this study, 
air pollution data was acquired from the three 
different sampling stations in Kaduna, 
Nigeria. The data was used to train Artificial 
Neural Network (ANN) models for each of the 
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sampling stations. These models were 
implemented using feed forward 
backpropagation (FFBP) algorithm. The 
simulations of FFBP were performed with a 
varying number of neurons in the hidden 
layer. The resulting models were used to 
forecast the next ten days for each of the 
sampling station and for each pollutant. 
Determination of the accuracies of the 
developed models in forecasting the next ten 
days was achieved using error performance 
metrics of Mean Absolute Error (MAE), Root 
Mean Squared Error (RMSE) and Mean 
Absolute Percentage Error (MAPE). The 
results of the performance metrics from most 
of the models in the same category are 
correlated and indicate similar trends. 
Comparison and analysis of the models 
revealed the model with the most accurate 
prediction for each sampling station and 
pollutant. 

I. Introduction 
Air is one of the major 

components necessary for the 
existence of all living things on 
earth. As important as this 
component is, it is polluted by 
human activities and other 
natural occurrences. Polluted air 
is detrimental to the existence of 
living creatures and the 
environment [1]. Millions of 
people worldwide die 

prematurely because of 
respiratory and cardiovascular 
disorders that are mostly brought 
about by polluted air [2-3]. 

The goal of air quality 
forecasting is to predict when air 
pollution concentrations will 
reach levels that are unsafe for 
human health. According to the 
authors of [4], air pollution 
forecasting provides accurate 
and early warning. Any 
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phenomenon that may be 
predicted involves estimating 
future values. It is crucial and 
helpful in analyzing changing 
behavioral patterns. According 
to [5], fast and accurate air 
quality forecasting would not 
only help urban administrators 
take scientific and preventive 
steps, but also offer safe and 
healthy strategies for city 
dwellers. Forecasting makes it 
possible for people to make 
informed decisions. When the 
forecast is more accurate, good 
decisions can be taken [6]. 

In some research works, ANN 
models have been developed by 
varying the degree of validation 
data in the training dataset [3, 7]. 
In this study, the simulations of 
FFBP models were performed 
by varying the number of 
neurons in the hidden layer. In 
line with the authors in [8] a 
neural network’s prediction 
accuracy is defined by the 
number of neurons and the type 
of activation function used. 
Hence, in this work, the number 
of neurons were varied while 
keeping other parameters 
constant. 

This study used air pollution 
data acquired through Internet of 
Things (IoT) setup in the three 
different sampling stations in 
Kaduna, Nigeria, to train 
Artificial Neural Network 
(ANN) models for each 
sampling station.  These models 
were implemented in MATLAB 
software using the feed-forward 
backpropagation (FFBP) 
algorithm. The simulations of 
FFBP were performed with a 
varying number of neurons in 
the hidden layer, beginning with 
the default setting of 10 neurons, 
in steps of 5, to a maximum of 
20 neurons. The resulting 
models were used to forecast the 
next ten days for each sampling 
station and for each pollutant. 
Determination of the accuracies 
of the developed models in 
forecasting the next ten days was 
achieved using error 
performance metrics of Mean 
Absolute Error (MAE), Root 
Mean Squared Error (RMSE) 
and Mean Absolute Percentage 
Error (MAPE). The results of the 
performance metrics from most 
of the models in the same 
category are correlated and 
indicate similar trends. 
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Comparison and analysis of the 
models revealed the model with 
the most accurate prediction for 
each sampling station and 
pollutant. 

 
II. Literature Review 
A. Basic Concept of 

Artificial Neural Network 
An Artificial Neural Network 

is a network of simple elements 
called artificial neurons which 
function is to receive input, 
change their internal state 
according to that input in a 
process known as activation, and 
produce output depending on the 
input and activation [9-10]. 
ANNs are nonlinear statistical 
models which display complex 
relationship between the inputs 
and outputs to discover new 
pattern [11-12]. 

For a generalized model of an 
ANN, the net input can be 
calculated as Equation (1) [13]. 
yin = x1 ⋅ w1 + x2 ⋅ w2 + x3

⋅ w3. . . xm ⋅ wm 
i.e., Net input  yin = ∑ xi ⋅ wi

m
i  

(1) 
𝑌𝑌𝑌𝑌 = 𝐹𝐹𝐹𝐹(𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)                                     (2) 
The output can be calculated by 
applying the activation function 

as Equation (2) over the net 
input. 
Y = F(yin)             (2) 
Therefore, the output is given by 
Equation (3). 
Output = function x net input 
calculated                              (3) 
 
B. Reviewed Works 

The implementation of an air 
quality monitoring system in 
Lima city is described by the 
authors in [14]. The system is 
made up of Internet of Things 
(IoT) stations, AI models, and a 
web application that can present 
the forecasted information 
graphically. Between March and 
May 2020, thirteen monitoring 
stations were placed in open 
areas in Lima's central district. 
Their study focused on CO, NO2, 
and PM2.5 air pollutants while 
temperature and relative 
humidity, which are known to be 
related to the target pollutant 
concentrations, were considered 
as input variables. Recurrent 
Neural Networks with Long 
Short-Term Memory (LSTM), 
Recurrent Neural Networks with 
Gated Recurrent Units (GRU), 
and Convolutional Neural 
Networks (CNN) were the three 
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models investigated for air 
pollution forecasting. Their 
results showed that the LSTM 
model provided the best average 
performance values for NO2 and 
PM2.5 pollutants, while the 
CNN model turned out to be the 
best model for forecasting CO 
values. 

The effectiveness of ANN 
models in forecasting air 
pollution indexes (API) was 
demonstrated in [15]. The 
authors used five years of 
meteorological and air pollution 
data to develop an ANN model 
using python programming. The 
work considered the daily 
concentration of air pollutants, 
namely particulate matter under 
10m (PM10), carbon monoxide 
(CO), sulfur dioxide (SO2), 
ozone (O3), nitrogen dioxide 
(NO2) and their APIs. The study 
was conducted at Kuala 
Terengganu in Malaysia. The 
accuracy of the model was 
determined using the MSE 
performance metric. The result 
returned a very low value; hence, 
the authors concluded that ANN 
using Multilayer Perceptron 
Neural Network (MLP) was an 
effective tool in forecasting API. 

A predictive model based on 
ANN was developed by [3]. The 
predictive features of the model 
were trained using twelve 
months emission data of five 
atmospheric pollutant 
concentrations (O3, SO2, CO, 
NO2 and PM) for the city of 
Ahvaz, Iran. The data with that 
of meteorological data of wind 
speed, temperature, rainfall and 
air pressure was used to develop 
the prediction model. The 
developed model was used to 
predict hourly criteria air 
pollution concentrations, daily 
AQI and hourly AQHI (Air 
Quality Health Index). The test 
result was compared with that 
from four different sites based 
on 5% and 10% validation as 
against training dataset. The 
results showed varying degrees 
of AQI, AQHI and error for the 
different criteria pollutants. 

 
III. Methodology 

The steps taken to implement 
the air pollution forecasting 
models using Feed Forward 
Backpropagation are: 
A. Acquiring the Data 
B. Preprocessing the data 
C. Implementation the Model 
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D. Air Pollution Forecasting 
E. Evaluating the Model 

  
A. Acquiring the Data 

The data was acquired from an 
IoT-based air pollution data 
acquisition system developed 
and deployed specifically for 
this purpose. The acquired data 
was retrieved from the 
ThingSpeak cloud server in CSV 
format and saved on a local 
storage device in Excel format. 
The data was acquired for a 
duration of 12 months, from 
September 1, 2021, to August 31, 
2022. The daily mean of the 
entries was computed. A total of 
6,120 data entries were used to 
develop the models. 

 
B. Preprocessing the Data 

Data preprocessing is essential 
because it improves consistency, 
expands datasets, and 
reconfigures the data. The 
acquired data entries were 
cleaned of outliners. Data points 
known as outliers do not fit the 
general trend shown in the data. 
Missing values were replaced 
using the linear interpolation 
method. The data was 
transformed through 

normalization and 
dimensionality reduction. 
Normalization scaled the 
original numerical values to fit 
between 0 and 1. Normalization 
was carried out using Equation 
(4) [16]. 
Normalization 
(𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖) = 𝑥𝑥𝑥𝑥−𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
            (4) 

where:  
xn = normalized value of data x 
x = value to be normalized 
datamin = minimum value in the 
dataset 
datamax = maximum value in the 
dataset 
 
C. Implementing the Model 

The Feed Forward Back 
Propagation (FFBP) models 
were implemented using the 
neural network toolbox in 
MATLAB 2018b. This study 
used the FFBP network, a fast 
and efficient Levenberg-
Marquardt training algorithm, 
and the Tangent sigmoid 
(TANSIG) transfer function 
which delivers better training 
performance. The simulations of 
FFBP were performed with a 
varying number of neurons in 
the hidden layer, beginning with 
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the default setting of 10 neurons, 
in steps of 5, to a maximum of 
20 neurons. This was done to 
evaluate the network's 
performance as the numbers of 

neurons change at a reasonable 
separation from one another. 
The network parameters for the 
FFBP are shown in Table 1. 

 
Table 1: ANN network parameters 

Network/ Parameter FFBP 1 FFBP 2 FFBP 3 
Number of layers per pollutant 2 2 2 
Number of inputs and target data 
per pollutant 

3 3 3 

Number of outputs per pollutant 1 1 1 

Number of neurons per pollutant 10 15 20 

Training algorithm 
Levenberg 
Marquardt 

Levenberg 
Marquardt 

Levenberg 
Marquardt 

Transfer function TANSIG TANSIG TANSIG 

 
Hence, as to produce the 

corresponding output in 
MATLAB toolbox, two input 
data and one target data were 
used. The inputs are the 
independent variables which are 
humidity and temperature while 
the associated measured 
pollutant is the target. The 
individual outputs are the 
corresponding dependent 
variables which are the various 
pollutants to be predicted (CO, 
NO2, PM1.0, PM2.5, PM10 and 
SO2).  The process chart of 
Figure 1 illustrates the steps 
followed through to implement 
the FFBP models. The input data 

and target data were imported 
into the MATLAB workspace 
from Microsoft Excel and then 
into the neural network toolbox 
space respectively. The network 
type, training algorithms, and 
parameters are chosen. To assess 
the model's fitness, the 
performance plot of the network 
and the regression plot are 
evaluated after training. The 
closer the regression value is to 
1, the better the model. If model 
performance is unsatisfactory, 
the network is retrained; 
otherwise, the procedure is 
discontinued, and the model 
result is recorded. 
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Figure 1: FFBP model implementation 

process chart 
 

D. Air Pollution Forecasting 
The forecast was done using 

the developed models to predict 
the next ten days, from 
September 1 to 10, 2022. The 
models received as inputs for 
these ten days' the daily 
meteorological inputs of 
temperature and humidity. The 
daily forecast of the air 
pollutants is the model's output. 
To generate the forecast, the 
command “output = 
sim(net,input)” were used at 
MatLab’s command window. 
This command evaluates the 
FFBP network model, “net” for 
the input values in “input” and 
returns the resulting output 
values in “output”. 

 
E. Evaluating the Model 

The performance of the 
individual FFBP models was 
evaluated using error assessment 
method of testing prediction 
accuracy. It is very important 
that the rate of fitness of the 
prediction model developed be 
assessed. The Evaluation results 
are presented and discussed in 
the results and discussion 
section. Evaluation criteria used 
are: 
• Mean Absolute Error (MAE) 

The MAE is the average of the 
absolute difference between the 
actual and the forecasted values. 
Finding the absolute value is 
essential as it doesn’t allow for 
any form of cancellation of error 
values. The MAE gives an idea 
about the magnitude of the error. 
MAE is given by [17-18] as in 
Equation (5). 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 1

𝑁𝑁𝑁𝑁
∑ |𝑀𝑀𝑀𝑀𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖 − 𝑀𝑀𝑀𝑀𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖| 𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1   (5) 

 
• Root Mean Squared Error 

(RMSE) 
The root mean squared error 

although similar to MAE in the 
sense that they both take the 
absolute difference between the 
actual and the forecast, however, 
RMSE goes further to square 
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this error and then determine the 
square root of its average. 
RMSE tends to put heavier 
weight on larger errors. RMSE is 
given by [18-19] as in Equation 
(6). 
𝑅𝑅𝑅𝑅𝑀𝑀𝑀𝑀𝑅𝑅𝑅𝑅𝑀𝑀𝑀𝑀 =

�1
𝑁𝑁𝑁𝑁
𝑥𝑥𝑥𝑥 ∑ (𝑀𝑀𝑀𝑀𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖 − 𝑀𝑀𝑀𝑀𝑉𝑉𝑉𝑉𝑖𝑖𝑖𝑖)2𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1           (6) 

 
• Mean Absolute Percentage 

Error (MAPE) 
The MAPE is the percentage of 

the error compared to the actual 
value. Through MAPE, the 
magnitude of the error compared 
to the actual value is known. 
MAPE is given by [18, 20] as in 
Equation (7). 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑁𝑁𝑁𝑁
∑ �𝐴𝐴𝐴𝐴𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚−𝑀𝑀𝑀𝑀𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚

𝐴𝐴𝐴𝐴𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚
�𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1 𝑥𝑥𝑥𝑥100%          (7) 

where, AV is the actual value, 
MV is the model (forecasted) 
value and N is number of 
observations. 
 
IV. Results and Discussion 

To evaluate and compare the 
developed ANFIS models, each 
of the models was used to 
forecast the next ten days. MAE, 
RMSE, and MAPE are the error 
performance metrics used to 

determine the accuracy of the 
developed models. These error 
performance results are 
presented in Figures 2 to 4.  On 
the charts and tables, the terms 
designated "RES" indicate 
results for the Gonin Gora 
residential sampling station, 
“IND” refers to results for the 
Kakuri industrial sampling 
station, and “COM” refers to 
results from the Ahmadu Bello 
Way commercial sampling 
station. As seen on the charts, 
the lower the heights of the bars, 
the lower the error, and the better 
the accuracy of the model. 

In Figure 2, the results of MAE, 
RMSE and MAPE for the 
residential sampling station for 
CO, NO2, PM2.5 and PM10 
pollutants are indicated with 
RES in brackets. Comparing the 
outputs of the respective models 
using the three-evaluation 
metrics of MAE, RMSE and 
MAPE, for the residential 
sampling station, FFBP 2 is the 
best performing model. FFBP 2 
is a Feed Forward 
Backpropagation model, 
Levenberg-Marquardt training 
algorithm, and TANSIG transfer 
function with 15 neurons. 
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Figure 2: Error Performance Result for the Residential Sampling Station 

 
In Figure 3, the results of MAE, 

RMSE, and MAPE for the 
commercial sampling station for 
CO, NO2, PM2.5, and PM10 
pollutants are indicated with 
COM in brackets. Comparing 
the outputs of the respective 
models using the three-
evaluation metrics of MAE, 

RMSE and MAPE, for the 
commercial sampling station, 
FFBP 2 is the best-performing 
model. FFBP 2 is a Feed 
Forward Backpropagation 
model, Levenberg-Marquardt 
training algorithm, and TANSIG 
transfer function with 15 
neurons. 

 
Figure 3: Error Performance Result for the Commercial Sampling Stat 
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In Figure 4, the results of MAE, 
RMSE and MAPE for the 
industrial sampling station for 
CO, NO2, PM2.5, PM10 and 
SO2 pollutants are indicated with 
IND in brackets. Comparing the 
outputs of the respective models 
using the three-evaluation 
metrics of MAE, RMSE and 
MAPE, for the industrial 
sampling station, FFBP 3 is the 
best performing. FFBP 3 is a 
Feed Forward Backpropagation 
model, Levenberg-Marquardt 
training algorithm, and TANSIG 
transfer function with 20 
neurons. 

An empirical display of the 
best performing models based 
on the error performance 
evaluation using MAE, RMSE, 
and MAPE is listed in Table 2. 
The relatively low values of 
MAE, RMSE, and MAPE 
indicate good performance of 
the FFBP models in forecasting 
air pollution. The relative 
closeness of the RMSE values to 
those of the MAE corroborated 
those of the MAE. The low 
values of MAPE as a percentage 
indicate that there is a close 
relationship between the actual 
and forecast values. 

 
Figure 4: Error Performance Result for the Industrial Sampling Station 
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Table 2: The Best Performing Models Based on the Error Performance Evaluation 
using MAE, RMSE and MAPE 

 RES (FFBP 2) IND (FFBP 3) COM (FFBP 2) 
 MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE 
CO 0.1912 0.2299 0.862 0.0057 0.0076 0.0104 0.0213 0.0267 0.1184 
NO2 0.1811 0.2370 0.5422 0.0166 0.02 0.1696 0.0133 0.0168 0.3959 
PM2.5 0.2018 0.2333 0.4765 0.1689 0.1852 0.4711 0.1361 0.1911 0.4392 
PM10 0.2416 0.3189 0.4021 0.1899 0.2292 0.6037 0.2463 0.354 0.4828 
SO2    0.0716 0.0855 0.0864    

 
V. Conclusion 

This study has seen the 
implementation of ANN air 
pollution forecasting using 
FFBP. The simulations of FFBP 
were performed with a varying 
number of neurons in the hidden 
layer. Three different FFBP 
models were implemented for 
CO, NO2, PM2.5, PM10, and 
SO2 pollutants at three different 
sampling stations in Kaduna, 
Nigeria. To evaluate and 
compare the developed ANN 
models, each of the models was 
used to forecast the next ten days. 
Comparing the heights of the 
individual bars of the respective 
error performance metrics for 
each model, the most accurate 
prediction model was 
determined. The lower the 
height of the bars, the better the 
accuracy of the model. The 
results indicated that FFBP 2 
model performed best in the 

residential and commercial 
sampling stations, while FFBP 3 
model performed best in the 
industrial sampling station. 
FFBP 2 model refers to Feed 
Forward Backpropagation 
model, Levenberg-Marquardt 
training algorithm, and TANSIG 
transfer function with 15 
neurons. FFBP 3 model refers to 
Feed Forward Backpropagation 
model, Levenberg-Marquardt 
training algorithm, and TANSIG 
transfer function with 20 
neurons. Invariably, increasing 
the number of neurons from the 
default value of 10 produced a 
more accurate prediction. 

The outcomes of air pollution 
forecasting are essential inputs 
for decision-making and 
planning, and the forecast's 
accuracy is equally crucial. 
Hence, organizations, 
individuals, urban planners, and 
environmental agencies can use 
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the study's findings to predict air 
pollution at the study locations 
by using the models that 
performed the best. The study’s 
findings can be used to make 
informed judgments and combat 
air pollution more successfully. 
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