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Abstract— Fog is an early design for data 
storage, computing, and application control. 
It includes both control and data planes and 
is useful in wired and wireless contexts. As 
a 5G, Internet of Things (IoT), and integrated 
artificial intelligence (AI) architecture, it 
supports an expanding variety of 
applications. Performance, security, latency, 
and network failure are just a few of the 
problems that integrated cloud computing 
(CC) must contend with as IoT applications 
continue to develop.  The evolution of fog 
computing (FC) offers a solution to these 
issues by putting CC closer to the IoT. The 
main purpose of the fog is to deliver the data 
produced by the edge IoT devices. Instead 
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of sending the data to a cloud server, local 
processing and data storage are carried out 
at the fog node (FN). When compared to the 
cloud, FC offers high-quality, quick-
response services. FC may thus be the best 
choice for enabling the IoT to provide a 
reliable and highly secure service to a large 
number of IoT customers. In this article, we 
present the characteristics, architecture, 
integration with the IoT, and problem of FCs. 

  
I. Introduction 

Fog is essentially a structural 
architecture that distributes the 
processing, communications, 
controls, and storage facilities to 
the end users along the many 
cloud-to-things continuum 
options. The phrases "fogs" and 
"edges," despite the fog is larger 
than the typical idea of edges, 
are frequently used 
synonymously [1,2]. Moving 
processing, control, and data 
storage onto the cloud has been 
popular during the past ten years. 
The main tasks that are moved to 
centralized data centers, 
backbone IP networks, and 
cellular core networks include 
computation, storage, and 
network management [3-7]. 
However, as the IoT develops, 
there are more and more needs 

that cloud computing must 
satisfy. At the same time, a wide 
range of potent end-user, 
network edge, and access 
devices have proliferated, 
including smart phones, tablets, 
smart home appliances, small 
cellular base stations, edge 
routers, traffic control cabinets 
along the roadside, connected 
vehicles, smart meters and 
energy controllers in a smart 
power grid, smart building 
controllers, and manufacturing 
control systems, to name a few. 
Following closely after are 
several other smart clients and 
edge devices, including 
information-transmitting light 
bulbs, portable laptops, and 
button-sized Radio Frequency 
tuners [3-7]. 
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A common characteristic of 
mobile communications is the 
five-generation (5G) 
architecture. Mobile device 
development has been driven by 
a variety of variables, some of 
which are communications-
related, like providing high-
speed mobile connectivity to 
densely populated places, and 
others which are less 
communication-related, such 
having a battery life of over 10 
years, among others. Traffic 
increase is influenced by a few 
factors, such as the rising 
demand for enhanced mobile 
broadband (eMBB), ultra-
reliable and low latency 
transport modes (URLLC), and 
the needs posed by massive 
machine communications 
(MMTC) and the massive 
Internet of Things (MIoT). 
Thanks to 5G, mobile 
communications will become 
more and more significant in the 
Industrial IoT, particularly in 
terms of needs for ultra-reliable 
and low-latency connection [8-
10]. 

As time goes on, more and 
more businesses and people rely 
on desktop computers and 

intelligent gadgets to do daily 
tasks. These sophisticated 
systems produce information 
using a variety of applications 
and sensors. As a result, 
businesses continually produce 
and store vast amounts of 
information [11]. After the 
development of the IoT, the 
amount of information produced 
by various types of sensors is 
increasing. Big data analytics 
has received excessive attention 
recently because of the quick 
increase in the volume of 
information being produced and 
the inability of traditional 
databases to manage various 
types of structured and 
disorganized information. 
Numerous firms are analyzing 
the data gathered from numerous 
gadgets to derive the necessary 
understanding for making 
important choices [12]. Many 
companies nowadays require a 
robust cloud-based 
infrastructure since everything is 
moving to the cloud due to its 
pay-per-use, scalability, and 
accessibility capabilities. 
Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), 
and Software as a Service are the 
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most popular cloud services 
provided by CC (SaaS). 
Everything as a Service (XaaS) 
is the direction that all these 
cloud services are moving in 
[13]. However, the data 
generated by these countless 
millions of sensors, known as 
"Big Data," cannot be fully 
analyzed and sent to the cloud as 
this may significantly increase 
latency. Additionally, few IoT 
applications demand faster 
processing than CC's current 
capabilities. FC, which connects 
the processing power of smart 
devices near the client to support 
the use of networking, 
computing, and storage close to 
the edge, can solve this problem 
[14]. Fog with IoT can reduce 
the amount of data transferred to 
CC for archiving, processing, 
analysis, and performance 
improvement. Fog is a fully 
distributed computing solution; 
unlike CC [15-16], it is not 
wholly dependent on any 
integrated component. By 
making use of the idle resources 
of several nearby devices, fog 
may be exploited to solve the 
CC's latency problem. However, 
most of the work is delegated to 

CC. Fog, in contrast to CC, is a 
distributed computing solution 
in which several devices close to 
the clients employ computing 
capabilities with less features 
but strong processing capacity 
with multiple cores. As a result, 
a number of smart devices are 
installed with storage and 
processing capability that may 
function as FC devices, 
including switches, base stations, 
routers, smart phones, and 
network device management [3-
7]. Global connection and 
different organizational 
structures have led to the 
evolution of several research 
issues related to FC. The main 
problems with the FC idea are its 
needs and deployable 
environment. This explains why 
there are several computing 
methods used in the FC field. 

 
II. IoT for new 

Architectures: Challenges 
A digital development that can 

facilitate data collection and 
exchange is the "IoT" Never 
before has this been attempted. It 
makes communication possible 
and more securely reports user 
data [3]. By 2020, it is 
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anticipated that there will be 
more than 40 billion smart 
devices or gadgets connected to 
the internet. IoT has been the 
subject of several findings to 
track problems and difficulties 
relating to its design and 
architecture [3-7]. Many new 
difficulties brought on by the 
developing IoT cannot be fully 
handled by the Cloud and host 
computing paradigms of today. 
Here, we go over a number of 
these core difficulties. 

 
A. Stringent Latency 

Requirements 
End-to-end latencies between 

the sensor and the control node 
must frequently remain under a 
few milliseconds in many 
industrial control systems, 
including manufacturing 
systems, smart grids, oil and gas 
systems, and commodities 
packaging systems [17]. Many 
more IoT applications may need 
latencies below a few tens of 
milliseconds, including vehicle-
to-vehicle (V2V) 
communications, vehicle-to-
roadside communications, drone 
flight control apps, virtual 
reality applications, gaming 

applications, and real-time 
financial trading applications. 
These requirements are well 
above what the bulk of Cloud 
services can handle. 

 
B. Limitations on Network 

Bandwidth 
Data creation is accelerating 

due to the enormous and quickly 
expanding number of linked 
items [18]. It is anticipated that 
the US smart grid would 
produce 1000 petabytes of data 
annually. 2.4 petabytes of data 
were produced by the US 
Library of Congress each month, 
one petabyte was used by 
Google each month, and 200 
petabytes were used by AT&T's 
network in 2010 [19]. The 
amount of network bandwidth 
needed to send all the data to the 
cloud will be unreasonably large. 
Because of rules and worries 
about data privacy, it is 
frequently unneeded and 
occasionally even illegal. 90% 
of the data produced by the 
endpoints, according to ABI 
Research's estimate, will be 
processed and kept locally rather 
than in the cloud [18]. 
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C. Devices Limited by 
Resources 

The resources of many IoT 
devices will be quite constrained. 
Examples include sensors, data 
collectors, actuators, controllers, 
security cameras, transportation 
systems like trains and autos as 
well as implanted medical 
equipment in people. The 
limited resources of many 
resource-constrained devices 
will not be sufficient to meet all 
their computational 
requirements. Because these 
connections frequently call for 
resource-intensive processing 
and complicated protocols, 
requiring all of them to interface 
directly with the Cloud will be 
impracticable and expensive. 

 
D. Cyber-Physical Systems 

The pendulum between the 
"brick" and the "click" is starting 
to swing back toward the "brick" 
once more as more cyber-
physical systems are connected 
to the IoT. In this scenario, 
interactions, and frequently 
close integrations, among both 
cyber systems and physical 
systems are becoming 
increasingly relevant and 

introduce additional business 
priorities and operational 
requirements. Cyber-physical 
systems examples include 
networked automobiles and 
railways, smart cities, and 
industrial control systems. 
Continuous and secure 
functioning is frequently given 
top emphasis in such systems. 
Because taking a system offline 
for any reason might result in 
major financial loss or 
unbearable consumer annoyance, 
it is sometimes necessary to plan 
days, weeks, or even months 
[20]. 

 
E. Security Challenges 

Existing perimeter-based 
security measures for the 
Internet have been the focus of 
cyber security solutions for 
today's business networks, data 
centers, and consumer gadgets. 
To prevent security threats from 
breaching the secured 
perimeters, a system or 
individual device under 
protection is specifically put 
behind firewalls that collaborate 
with intrusion detection and 
prevention systems. 
Additionally, certain labor-
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intensive security operations are 
being shifted to the cloud. 
Existing cloud-based security 
services continue to priorities 
perimeter-based security, such 
as forwarding access control 
requests to the clouds for 
authentication and authorization 
processing and email and web 
traffic to the clouds for threat 
detection. 

 
F. Protecting Devices with 

Limited Resources 
Many IoT devices with limited 

resources won't have the 
resources to fully secure 
themselves. These gadgets could 
last a very long time, and 
updating their hardware and 
software might not be feasible. 
These gadgets must, 
nevertheless, maintain their 
security during their lengthy 
lifespan. For instance, changing 
any hardware on a car that has 
already been sold to a customer 
can be very inconvenient for the 
owner and result in high costs 
and reputational harm to the 
automaker. However, due to the 
lengthy lifespan of an 
automobile, which is 11.4 years 
on average [21], security risks 

will become substantially more 
sophisticated, a lot of new 
threats will emerge, and the 
defenses needed to counter these 
threats will need to be improved 
and upgraded in accordance. 

 
III. Fog Computing: 

Overview 
The definition of FC is "an 

very virtualized environment 
that offers networking, storage, 
and compute capabilities across 
obsolete CC information centers, 
typically, but not totally 
positioned at the network edge" 
[22]. Numerous edge nodes with 
limited processing capabilities, 
also known as fog nodes (FNs), 
are present in a fog structure. 
These FNs have less processing 
and storage facilities. When 
there are several servers and an 
edge in a fog network, they are 
referred to as cloudlets [23-24] 
and they participate in the shared 
computing environment rather 
than being on the network edge. 
The clients may be able to get a 
real-time response for delicate 
latency applications by 
employing this fog device. 
 
 



ISSN: 2180-3811         Vol. 14     No. 1    January - June 2023

Journal of Engineering and Technology 

194

A. Features 
Adaptability: The surrounding 
environment is monitored by a 
vast network of sensors. The fog 
provides distributed processing 
and storage capabilities that can 
work with such a wide range of 
end devices. 
Real time communications: 
When using cloud batch analysis, 
FC solicitations offer 
simultaneous communication 
between fog nodes. 
Physical distribution: In 
contrast to the integrated cloud, 
fog offers decentralized 
applications and services that 
may be hosted anywhere. 
Less latency and position 
awareness: Since fog is close to 
edge devices, there is reduced 
waiting time for processing edge 
devices' information. 
Additionally, it helps with 
position responsiveness by 
allowing fog nodes to be hosted 
everywhere. 
Compatibility: Through a 
variety of service providers, fog 
modules can adapt to and work 
with many platforms that are not 
the same. 
Provisions for web-based 
analytics and integration with 

cloud: To play a crucial role in 
the speed and computation of the 
information close to the edge 
devices, fog is placed between 
edge devices and cloud. 
Heterogeneity: Since they are 
created by different firms and 
have different origins, edge 
devices or fog nodes require 
hosting according to where they 
will be used. Fog may therefore 
adapt to different systems. 
Provision for flexibility: The 
ability of fog solicitations to 
connect directly to devices like 
mobiles and so enabling 
flexibility approaches, such 
Locator ID Separation Protocol 
(LISP), which requires a 
distributed indexed system, is 
one of its key characteristics. 

The feature of FC is depicted 
in Figure 1. 
 
B. Architecture 

FC is a technique that moves a 
few data centre processes to the 
network edge. As part of a 
shared strategy between CC data 
centers and end devices, it 
provides less storage, processing, 
and service network. The 
primary goal of FC is to provide 
less unpredictable latency for 
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time sensitive IoT tasks [25]. 
Numerous researchers have 
created numerous reference  

architectures for fog. The fog 
computing framework is shown 
in Figure 2. 
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Physical and virtual sensors: 
The fundamental information 
generator of FC is the many 
types of information generated 
by the sensors [26]. This data 
may be generated by a variety of 
devices, including smart houses 
and appliances, CCTV and 
traffic surveillance systems, 
automated driving cars, 
humidity, and temperature 
sensors, and more. For instance, 
a constant traffic status of all the 
routes must be obtained from 
various sensors, devices for 
pathways, and roadside CCTV 
monitoring to manage traffic 
lights in an intelligent traffic 
surveillance system. It is crucial 
to foresee future traffic needs by 
compiling data from various 
GPS sensors. When there is a 
traffic collision, virtual sensors, 
in addition to physical ones, are 
crucial [27]. 
Fog device, server, and 
gateway: A fog server, fog 
device, or gateway might be an 
IoT or standalone device [28-29]. 
The fog server, however, as it 
manages more fog devices, must 
have a better setup than the fog 
gateway and devices. Numerous 

parameters, including hardware 
setup, network connectivity, the 
ability to control devices, etc., 
are necessary for the fog server 
to function. The fog server's 
function is established in 
accordance with its IoT 
component. Networked to fog 
devices is a group of real and 
virtual sensors. The fog server 
will also be networked to a 
cluster of fog devices. In 
comparison to the fog device, it 
should also have more 
sophisticated calculation and 
storage capabilities. When 
necessary, a specific set of fog 
devices connected to the same 
server can broadcast with one 
another. Few applications 
computations in an intelligent 
transport use case could be 
decided by different fog groups. 
Monitoring: The monitoring 
level, together with utility and 
feedback, keeps tabs on the 
performance of the system and 
resources. The appropriate 
resources are chosen as 
operating system monitoring 
tools. In situations with smart 
transportation systems, several 
processes take place. There is a 
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chance that the resources won't 
be available in a situation where 
calculations or storage on a fog 
device are required. Similar 
events might take place on the 
fog server side. The devices and 
servers on the fog side will seek 
assistance from various peers to 
deal with such conditions. 
Therefore, these will be 
efficiently decided by the system 
monitoring components. The 
component of resource demand 
examines the available resources 
and forecasts future resources 
based on user behaviour and 
consumption. 
Pre and post processing: It has 
several components and 
analyses both simple and 
complex data. This level's 
function is to collect the data by 
analyzing, filtering, trimming, 
and reconstructing it as needed. 
After the data has been 
processed, the data flow 
component decides where it 
should be stored, either locally at 
the fog or in the cloud for long-
term storage [28]. FC's severe 
problem is that data is processed 
at the edge and only a minimal 
amount of data needs to be 
stored. The fundamental concept 

is to transfer data that will be 
needed often to fog servers and 
data that will be utilized seldom 
or for an extended length of time 
to the cloud. A smart 
transportation application 
generates data from several 
sensors. To obtain the created 
information, this data will be 
examined and processed. This 
produced data might not be of 
any value.  
Storage and resource 
management: Data storage via 
storage virtualization is the 
responsibility of the storage 
module. Data backup is the 
component in charge of 
preventing data loss and 
ensuring data availability. The 
idea of storage virtualization 
involves a collection of 
hardware that manages storage 
over a network and functions as 
a single storage device. This 
personal storage unit is simple to 
operate and maintain. The key 
advantage of storage 
virtualization is that it improves 
corporate functionality while 
keeping hardware and storage 
costs low. Additionally, it 
reduces storage complexity. 
Data backups are essential since 
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there is a potential that the 
storage system might 
malfunction [30]. The data 
backup module is in charge of 
regularly customizing data 
backup plans. The components 
at the resource management 
level deal with concerns related 
to energy conservation as well as 
resource allocation and 
scheduling. Reliability is a 
component that ensures the 
application's scheduling and 
resource allocation are reliable. 
The scalability of the fog 
resources is guaranteed at times 
of heavy resource demand. The 
cloud platform succeeds in 
achieving horizontal scalability, 
while the fog platform 
concentrates on achieving both 
vertical and horizontal 
scalability [31]. When storage is 
to be carried out in a system of 
distributed resources, a major 
issue in the allocation process of 
the distributed resources occurs. 
Security: All security-related 
concerns, such as 
communication encryption and 
secure information storage, are 
maintained at the security level. 
The information of the users of 
the fog is likewise secured at this 

level. It is suggested that the fog 
environment be established as a 
utility system like a cloud 
environment. In a cloud 
environment, users connect to 
the cloud to request all services, 
but in a fog environment, users 
connect to the fog system to 
request all services, with the fog 
middleware managing and 
maintaining all connections with 
the cloud. As a result, the user 
who wants to connect to a 
service must be approved. 
Therefore, the validation 
component is in charge of 
sending authentication requests 
to each and every user in the fog 
[32]. It is crucial to maintain 
security by using encryption 
between various 
communications to prevent the 
entry of harmful users. The 
encryption component can 
encrypt different connections 
made between the cloud and IoT 
devices. Since wireless 
connections connect most of the 
fog components, security must 
be preserved. 
Application: FC was initially 
developed to enable IoT 
applications [33]. Since then, 
several WSN-based applications 
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have started to support FC. 
Nearly all apps that struggle 
with latency began to benefit 
from the fog environment. Any 
utility service that might work 
with fog to improve 
performance and cut costs was 
included in this category. The 
fog environment can 

accommodate the needs of 
processing in real-time while 
employing augmented reality, 
which can result in a sustained 
improvement in several 
augmented reality services. 

A comparison between FC and 
CC is tabulated in Table 1. 
 

 
Table 1: FC vs CC 

S. No. Parameters Fog Computing Cloud Computing 
1 Hosting dispersed 

integrated  
Hosting dispersed 

integrated  
Hosting dispersed 

integrated  
2 Positing of server 

nodes 
At the confined 
network edge 

Within the web 

3 Delay Less More 
4 Range amidst server  Single hop Many hops 
5 Hardware Less computing 

energy and storage 
Expending 

computing energy 
and storage 

6 Information Attack more 
likeliness 

Less likeliness 

7 Position knowledge Accepted Denied 
 

IV. FC with the IoT 
Different problems are being 

encountered with the current 
integrated CC framework for 
IoT applications. For instance, it 
is not possible to implement 
time-sensitive requirements like 
augmented reality, audiovisual 
streaming, and gaming [34]. In 
addition, because it is an 
integrated prototype, it lacks 

position responsiveness. FC 
addresses these problems. 

The fog can effectively supply 
immediate transmission for a 
variety of IoT requests, such as 
connected autos, etc. For 
applications that have less 
waiting time requirements, such 
as augmented reality, 
audiovisual streaming, and 
gaming, FC is well-suited [35]. 
IoT integration with FC will 
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bring various benefits to various 
IoT demands. FC enables 
immediate communication 
between IoT devices to reduce 
waiting times, especially for 
time-sensitive IoT queries. 
Additionally, one of the 
important features of FC is its 
capacity to support massive 
sensor networks. 

As seen in Figure 3, FC might 
benefit various IoT applications 
in a number of ways. The many 
research publications on the 
connections between IoT and FC 
are discussed in this section. In 
this section, we look at recent 
publications that address how 
IoT and FC are combined in 
various applications. Numerous 
linked research papers discuss 
various aspects of FC. In [36], 
FC and its immediate 
applications are discussed. It 
demonstrates data produced by 
IoT devices that fog can process. 
Additionally, it lists the issues 
with congestion and waiting 
times that fog can alleviate. The 
paper also demonstrates how FC 
may help a smart platform 
manage decentralized IoT setups 
that are continuously evolving 
and enhance unique services at 

the edge network, with the goal 
of establishing various business 
concepts and opportunities for 
network operators. The 
integration of IoT and fog is 
described in [37] in general 
terms. The authors began by 
discussing several issues with 
creating IoT systems and how 
difficult it is to identify these 
issues using current networking 
and computing architectures. 
Additionally, they identified and 
specified three circumstances in 
which flexibility support is 
essential for FC and the IoT. A 
survey of an FC reference 
framework prototype was 
conducted in [14]. The prototype 
supports the need for IoT to be 
localized in the fog rather than 
utilizing the cloud. The core fog 
services are in a software-
specified resource control layer 
in the reference framework [38]. 
This provides a middleware that 
runs in the cloud and prevents 
fog clusters from acting 
independently. Instead, cloud-
based middleware is used to 
analyze, track, and organize fog 
cells. Additionally, the 
integration of fog with IoT was 
explored in [39], which included 
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key details on the fog's 
characteristics and how it 
disseminated CC by enhancing it 
through the fog. The FC 
paradigm's proposed model has 
been investigated in[40]. The 
authors claimed that their 
prototype was the best way to 
support IoT devices that had 
resource constraints. To 
demonstrate the versatility of 
their fog rules, they also provide 
three impulsive states, including 
wireless sensor networks 
(WSNs), intelligent vehicles, 
and an intelligent grid. 
Additionally, in [41] studied fog 
mobile, which can distribute IoT 
applications across several 
devices in an organized 
architecture from the edge 
network to CC. To model 
service delay, comprehend, and 
evaluate fog-IoT-CC application 
scenarios, an architecture has 
been proposed in [42]. For the 

fog nodes that tend to minimize 
latency services for IoT nodes, 
the authors have proposed a way 
for lowering latency. They 
recommended a technique that 
creates fog to fog transmission 
to distribute the load and reduce 
service delays. The approach for 
offloading computing considers 
several demand categories with 
varying calculation times in 
addition to the queue's overall 
length. A use scenario including 
a man-in-the-middle attack was 
employed to examine how 
memory and the central 
processor unit (CPU) of fog 
devices are utilized. In their 
taxonomy of FC, Mahmud et al. 
[43] discussed the differences 
between mobile cloud 
computing, edge computing, and 
FC. Additionally, the design of 
the fog node, various FC settings, 
and fog networking devices 
were studied. 
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Figure 3: IoT applications produce a number of advantages provided by FC 

 
V. Computing Algorithms 

Fog System 
A basic overview of fog 

system techniques, including 
heterogeneity points, QoS 
management, scalability, 
mobility, federation, and 
interoperability were provided 
in [44]. Fog components may 
execute a variety of tasks 
independent of the environment 
they are placed in terms of 
computing and storage 
requirements because to 
heterogeneity. Fog systems 
improve user experience by 
lowering latency and processing 
time through QoS management. 
Scalability is the key to 
implementing FC on a broad 
horizontal and vertical spectrum 
in terms of user and application 
numbers. This element needs to 

be flexible because there might 
not always be a necessity for a 
lot of fog components. Mobility 
allows fog components to be 
moved and repositioned as 
needed to carry out a task while 
under operation. V2V 
communication is an example of 
this [45].  Fog infrastructure may 
be regarded from an 
architectural and computational 
perspective. In the same way 
that architecture may be 
classified into application-
agnostic architectures and 
application-specific 
architectures, fog algorithms can 
be further divided into 
computation, content storage 
and delivery, energy 
consumption, and application-
specific algorithms. This paper 
discusses the work that has been 
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done in the algorithmic 
environment about computing in 
fog systems since the topic of FC 
is quite broad. System efficiency 
may be increased by node 
pairing in the same fog domain 
using a utility-based technique 
once nodes in a fog network 
have been analyzed and paired. 
To do this, Irving's matching 
algorithm is improved, and a 
model for a one-sided, stable 
matching game with a quota is 
developed [46]. The creation of 
a utility-based list considers 
transmission power, 
transmission distance, and cost. 
By creating preference lists for 
each node to many other nodes 
in the fog domain, the utilities 
couple up the nodes. FC 
applications can improve user 
experience by lowering power 
consumption or latency for each 
user by allowing radio access 
clustering. The computation 
might be split among a few cells 
to increase the performance of 
the fog components and lessen 
network traffic. To do this, the 
computational burden is 
distributed across nearby radio 
access points having computing 
capabilities. Forming a cluster to 

complete a job with the least 
amount of delay and another to 
use less energy are two methods 
for generating clusters [47]. 
Clusters are scalable and have 
internal communication and 
resource allocation. A 
mathematical framework for 
resource sharing is built by 
mapping certain parameters to 
temporal resources [48]. 
Allocating resources amongst 
nodes in a fog system is the key 
problem. Performing 
mathematical computations or 
downloading data is a 
straightforward way, but it 
ignores the service being 
provided. This may lead to an 
increase in latency for 
applications that require a lot of 
delay, such augmented reality. 
Thus, processing is reduced by 
executing task-oriented sharing. 
This is accomplished by 
developing a uniform 
framework to distribute 
resources by mapping resources 
such as power, bandwidth, and 
latency. Convex optimization 
techniques are used to build 
optimization problems from 
these parameters. 
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A. Computation Management  
Effective control of computing 

activity at FNs prolongs their 
life and improves their 
performance.  FNs are to be 
given the resource-demanding 
tasks performed by end devices 
with restricted resources. This 
method is sometimes referred to 
as unloading. Offloading 
advantages can be realized, 
nevertheless, if the best timing, 
location, content, and method 
are chosen [49]. Offloading 
algorithms are created to 
determine the location of the 
offloaded work as well as 
whether the task should be 
offloaded completely or in part. 
Meng et al. [50]'s decision to 
choose cloud-only, cloud-first, 
fog-only, or fog-first processing 
reduces overall energy usage. 
However, their plan does not 
consider other crucial QoS 
elements like availability, 
secrecy, and authentication. 
Under the restrictions of 
authentication, secrecy, and 
availability as well as integrity, 
capacity, speed, and cost in the 
mobile IoT environment, 
Rahbari and Nickray [51] also 
choose the optimum location for 

offloading. Their plan does not 
include fault tolerance, and it 
may perform better if machine 
learning techniques were added. 
The classification of the fog 
algorithms is shown in Figure 4. 
Application Placement: To 
decrease application response 
time, deadline violations, and 
cost, [52] explains the precise 
optimization technique, a greedy 
first-fit heuristic, and a genetic 
algorithm to find the location. 
Their plan makes no mention of 
the movable fog landscape's 
fault tolerance. Fuzzy logic-
based methods are used by 
Mahmud et al. [53] to calculate 
the Rating of Expectation, or the 
priority value of the request, and 
the Capacity Class Score, or the 
status of FN. They can connect 
the placement requests to a fog 
instance with that linearly 
optimized mapping. Their plan 
has not yet been translated and 
put to the test in a real-world 
setting. Xia et al. [54] present 
two backtracking algorithms, 
two heuristics, and two 
heuristics to decrease the 
average reaction time and 
enhance the placement policy's 
quality and scalability. 
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Figure 4: Fog Algorithms: 

Classification 
 
Resource Allocation: The 
techniques are suggested to 
distribute the scarce fog 
resources to users in an efficient 
manner. FC and/or fog 
networking resources have been 
the subject of much study. The 
pricing resource is established 
using a model of the Stackelberg 
games, and many-to-many 
matching is used to distribute the 

resources, according to Zhang et 
al. Two bidding schemes, a 
continuous demand scheme and 
a multi-demand scheme are 
suggested in the offline auction-
based mechanism put out by Jiao 
et al. [55] to maximize social 
welfare. To improve cost 
effectiveness, Jia et al. [56] 
suggested a double matching 
method based on a Deferred 
Algorithm for a double two-
sided matching game. The 
effectiveness of the plan will be 
evaluated considering the use of 
UAVs and additional 
architectural hierarchy levels 
[57]. AHP is used by Abedin et 
al. [58] to order the service 
requirements. A one-to-many 
matching game is used to find a 
solution to the defined college 
admissions dilemma to optimize 
QoS. After that, the best fit RA 
technique is used to maintain 
user association stability. 
Task Scheduling: The task, the 
job, or the process may all be 
scheduled using task scheduling 
approaches. The smallest 
autonomous unit that cannot be 
split further is called a task. A 
job can be broken down into 
several parts. Workflow is a 
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collection of interdependent 
tasks, each of which depends on 
the completion of the one before 
it. Tychalas and Karatza [59] 
suggest workload-based 
destination selection for the bag 
of tasks to cut costs. Their plan 
barely slows down the reaction 
time. Virtual Machines (VMs) 
with low, medium, and high 
capabilities conduct low, 
medium, and high priority tasks, 
respectively, in Aladwani's work 
[60]. However, their plan 
ignores location awareness and 
security concerns while 
choosing VMs. The challenge of 
minimizing the maximum job 
completion time is resolved by 
Zeng et al. [61] utilizing the 
linear programming relaxation 
approach. 
 
B. Data Management 

Fog receives a tonne of data 
from related IoT sensors. Fog's 
data management becomes 
crucial for the timely and 
efficient use of the data that has 
been saved. By using a single 
integer programme to get the 
precise answer, Naas et al. [62] 
overcome the data placement 
problem. The extensive fog 

infrastructure was used to test 
the combinatorial explosion. To 
shorten the solving time, a geo-
partitioning based heuristic 
approach was presented. The 
strategy, however, ignores the 
interdependence of data flow 
and task balance in geo-
partitioned subparts. To 
decrease the latency of data 
transfer from the storage node to 
the consumer node using a k-
way graph partitioning, Naas et 
al. [63] propose a divide and 
conquer based strategy. The 
model of multi replica data 
insertion is suggested by Huang 
et al. [64]. To select a solution 
with the least amount of delay, 
their programme uses the 
pruning technique. Their job 
entails balancing replica count 
and performance in the 
reduction of total delay. Wang 
and Wu [65] investigate multiple 
data placement with a financial 
challenge. For a specific total 
budget, the authors attempt to 
reduce the overall data access 
latency. Their plan fails to 
consider various requests of 
various proportions. The 
research in [66] employs FC for 
storage expansion and frictional 
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linear programming to identify 
the best places to deposit data. 

 
C. Communication 

Management 
A hash-based naming 

approach applicable for the Fog-
cloud environment was 
developed by G'omez-C'ardenas 
et al. [67]. Content-Centric 
Network is used by Guibert et al. 
[68] to increase the effectiveness 
of communication and local 
storage. With a deadline and 
bandwidth restriction, Kadhim 
and Seno [69] introduce 
EEMSFV, an Energy Efficient 
Multicast Routing Protocol for 
Vehicular Networks based on 
Software Defined Networks and 
FC. A hierarchical routing 
technique that is energy-
efficient is proposed by Abidoye 
and Kabaso [70]. They employ 
an ant colony optimization to 
reduce the overall volume of 
broadcast packets. Data 
transmission within the network, 
however, is vulnerable to many 
threats and requires suitable 
security measures. 
 
 
 

D. Algorithms for Security 
By keeping the identification 

of the authorized user, Hu et al. 
[71] prevent illegal access. To 
create session keys between a 
fog node and a user, a Diffie-
Helmen key agreement method 
is utilized. The data is encrypted 
using a cutting-edge encryption 
protocol. Implementing the 
Secure Hash Algorithm allows 
for integrity checks. For IoT 
devices with limited resources, 
Wazid et al. [72] construct a 
lightweight one-way 
cryptographic function and 
bitwise XOR operation to ensure 
safe key management and user 
authentication. For resource-
intensive devices and fog servers, 
elliptic curve point 
multiplication and a biometrics 
fuzzy extractor approach are 
utilized.  
 
E. Application Specific 

Algorithms 
When identifying cancers, Xu 

et al. [73] employ FC using a 
modified, semi-supervised 
Fuzzy C Means method. By 
utilizing improvised particle 
swarm optimization, Wan et al. 
work's [74] schedules the task on 
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the equipment using FC in the 
context of a smart industrial 
environment. The fog was 
utilized by Vijayakumar et al. 
[75] to identify infections caused 
by mosquitoes early. Users are 
divided into classes of infected 
and uninfected users using the 
similarity coefficient. A random 
projection and structural 
similarity index-based light 
background removal technique 
for motion detection is proposed 
by Siddharth and Aghila [76]. 

 
VI. Research Challenges in 

Fog Computing 
The discipline of FC has 

developed from CC as a means 
of providing clients with 
computing resources on an 
economic and product level. IoT  

device development has recently 
followed trends that result in low 
hardware costs. The calculation 
was carried out quite close to the 
edge, which eventually lowers 
the costs associated with 
computations and data 
offloading in the cloud and 
offers security and privacy 
options for the data at the user's 
end. Nevertheless, there are 
several network, security, device, 
and integration of fog with IoT 
difficulties in computing at the 
edge that are now being 
researched. The dispersed 
context in which FC operates 
needs several considerations. 
This section is a brief 
explanation of the difficulties in 
solving issues for fog as shown 
in Figure 5. 
 

 
Figure 5: Challenges in FC 
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A. Device and Network Issues 
Decentralized framework: The 
decentralized nature of the FC 
architecture results in a 
redundant structure. On the 
network's edge devices, the 
exact same code is repeated [77-
78]. The fog environment should 
thus concentrate on minimizing 
redundancy in the decentralized 
design. 
Networking resources: The 
network resources are dispersed 
at random in the fog architecture. 
This makes connecting more 
challenging. It is possible to 
manage a suitable network that 
contains middleware to keep a 
common set of resources at the 
edge available for the needed 
application. 
Device heterogeneity: The 
heterogeneous end devices in the 
fog architecture. The structure is 
now more diverse due to the 
nature of heterogeneity [39]. 
This characteristic of the 
heterogeneity at the device and 
network should also be 
considered by the apps that are 
created employing fog. 
 
 
 

B. Computational Challenges 
The following aspects of 

computations at various levels 
and how to divide computing 
resources are examined, making 
computation at the fog level 
rather difficult. 
Computations at different 
levels: Cloud servers should 
always communicate with the 
fog system. The major goal of 
the fog system should be to reply 
to users at the lower level within 
a certain time frame and to send 
the necessary calculations to the 
cloud, which will take more time. 
When compared to other 
portions of the calculation, 
which will be done close to the 
edge with minimal computing 
costs, very few computations are 
offloaded to the clouds since 
they are not limited by reaction 
time or processing capacity. It 
can be difficult to determine 
which computations should be 
carried out in the cloud and 
which should be performed in 
the fog. 
Distribute computation 
resources: The necessary 
resources might not be available 
for computation at the edge, 
other FNs are a source of these 
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materials. Due to this demand, it 
is now more important than ever 
to distribute resource 
calculations among several FNs. 
This calls for a strategy that 
creates a common pool by 
combining memory, 
computations, and networking 
resources. Numerous 
applications can access the pool 
and reserve resources based on 
their needs [79-80]. Instead of 
employing edge computing 
devices, the current study 
emphasizes the necessity to 
create a shared pool that 
contains resources. 
Mobilization challenge: In 
terms of mobilization, Open Fog 
is designated as an N-level 
environment. However, the 
sharp increase in the number of 
fog level levels may result in 
long-term problems with the 
recently emerging fog paradigm. 
As a result, the case study's level 
count must remain unwavering. 
Results of mobilization will be 
approved if they are based on 
criteria such as the tasks 
performed at each level, the total 
number of sensors employed, 
the proficiency of fog devices, 
and the dependability and 

latency of fog devices. However, 
it is crucial to consider how 
these requests will be complied 
with. 
Utilization of resource 
challenge: Because the gadgets 
are varied in type and readily 
available, resource utilization is 
at its most colorful and unique in 
an environment like a fog. Each 
of these fog devices is 
responsible for carrying out the 
application independently. 
Fog device breakdown 
challenge: Because the fog 
devices are dispersed and their 
control is decentralized, the 
likelihood that they may 
malfunction is always increasing. 
Therefore, the fog devices may 
malfunction for several reasons, 
including end user behaviour, 
hardware failure, and software 
crashing. Aside from these 
problems, a few more that could 
be quite important include the 
power source, connection, and 
adaptability. Given that many 
fog devices may be connected 
by Wi-Fi, it seems sense that 
Wi-Fi connectivity is 
occasionally unreliable. 

The bulk of them are 
wirelessly linked mobile devices, 
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thus they could often switch 
locations to other clusters. 
Complexity challenge: FC uses 
a variety of IoT sensors and 
devices that have been produced 
by several firms, making it 
challenging to choose the best 
mechanism due to varied 
hardware configurations, 
software setups, and individual 
needs. Additionally, in a few 
cases, the requirements for 
maximum security application 
entail the use of specified 
protocols and devices, which 
increases the process's drawback. 
 
C. Security challenges 

The heterogeneous devices 
that make up fog architecture are 
numerous. They could be 
exposed to various assaults. 
Discuss the man-in-the-middle 
assault that occurred in the fog in 
[81]. Data and network are the 
two key problems that need to be 
addressed in the fog 
environment, other elements in 
the cloud datacenters also have a 
role. The fog's equipment is set 
up in a less-than-secure area, 
making it simple to carry out any 
kind of physical attack. The 

equipment at the edge must be 
operated safely in the fog. 

 
VII.  Conclusion 

The typical IoT-CC 
architecture has difficulties due 
to high response latency, 
increased bandwidth 
consumption, and large storage 
needs as data generation rates 
and volumes rise. By putting 
processing, storage, and 
networking closer to end users, 
FC provides improved services 
to them. With the requirement 
for real-time bandwidth-
efficient, latency-sensitive, and 
secure services for end IoT 
devices with limited resources, 
the value of FC has become clear. 
The IoT has currently captured 
the attention of both industry 
and researchers. This attraction 
has changed how we live and is 
now necessary in today's society. 
It may link to everything in our 
environment. IoT devices are 
powerful yet have limited 
processing and storage power. 
However, there are several 
issues with the conventional 
integrated CC, including 
network failure and increased 
latency. FC has emerged as a 
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solution to these issues. It is an 
extension of CC, but close to IoT 
devices. Complete information 
computation will be done at FNs, 
reducing waiting times, 
especially for critical 
applications. FN and IoT 
together provide significant 
benefits for various IoT 
applications. In this article, we 
provide several computing 
paradigms, FC features, an 
extensive architecture of FC 
with its multiple levels, and a 
thorough study of fog with IoT. 
The focus of the conversation 
was on various fog system 
methods and difficulties in the 
field of FC. In general, the goal 
of this research project was to 
offer a study to examine recent 
contributions in research on FC 
and IoT in the modern world as 
well as to indicate forthcoming 
study and open issues 
surrounding merging fog with 
IoT. 
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